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Abstract. The interactions between an atomic force microscope (amr) tip and the perfect and 
defective (001) surfaces of LiF, NaCl and CaO have been studied by~quantum-chemical and 
atomistic simulation techniques. The liquid which is usually present on surfaces in experimental 
.conditions, is considered to be inert and not contributing to the imaging. However, its chemical 
interaction with the tip is taken into account via the specific microscopic spcture of the very 
end of the tip, reflecting the possibility of is oxidation and protonation. Calculations were 
perfomed for three models representing the nano-asperity at the end of Si% and MgO tips 
consisting of up to 66 atoms. The tipsurface interaction and Elated forces were calculated as 
a function of the chemical structure of the tip, its shape, and its distance iiom the surface. The 
associated tip and surface distortions caused by this intemxtion were investigated. We studied the 
atomic structure of Mg and 0 impurity defects near the (001) LiF surface, and O K  molecular 
ion SubstiNting for C1 on the (001) surface of NaU, and calculated their stability. adiabatic 
barriers~for diffusion, and Am image? It is demonstrated that the optimal tip-surface distance 
for ‘atomic resolution’ is abaut 3-5 k which corresponds to the presence of one or two liquid 
layers between the tip and the surface. The surface and defect distortion by the tip is small 
in thjs distance r a g e  and greatly increases at smaller distances, leading to creation of surface 
defects. The electrostatic contribution to the tip-surface interaction makes a basis for ‘atomic 
resolution* at large distances. whereas much stronger ‘chemical’ interactions dominate at small 
distances. The results suggest that it should be possible to image charged impurities such as Mg 
or 0 ions substihting for the host ions in alkali halides by AFM. 

: 

’ 

1. Introduction 

The atomic force microscope (m) [1,2] is a tool originally intended for investigating the 
atomic structure of non-conducting surfaces and the microscopic forces between the atoms of 
the tip and the surface. These forces are similar to those which determine adhesion, friction 
and other properties of interfaces. It was expected to parallel the success of the STM as a 
powerful means for studying surfaces with ‘atomic resolution’. Despite the growing number 
of publications demonstrating the structures of various periodic and non-periodic systems 
(see [3-5] for recent reviews), some basic problems regarding the possibility of obtaining 
true atomic resolution still remain unresolved. In particular, since the distance between the 
tip and the surface of the AFM is not controlled by the feedback loop, the van der Waals 
interaction between the macroscopic tip and the surface tends to pull them together with 
a force which is hardly sustainable by both systems if they are in contact in vacuum or 
in air 161. This leads to a strong surface distortion, with the tip essentially dragging along 
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the surface during scanning r5-81. There are, therefore, no conclusive AFM experiments 
demonstrating atomic resolution in UHV or in dry air so far. 

Recent experimental studies have demonstrated, however, that by controlling the 
humidity in the experimental chamber or by doing experiments in liquid [91, one can 
obtain true atomic images of periodic surfaces and step edges [8,10]. Several images 
of ‘point defects’ have also been reported [8,11]. The presence of liquid apparently makes 
the tipsurface interaction less destructive. In particular, the layer of adsorbed molecules 
or embedding media reduce the van der Waals interaction [22,13]. Besides, in the case 
of relatively small applied forces, the tip does not poke through the liquid layer, and the 
tip-surface separation effectively increases. In combination with using ultra-sharp tips 1141, 
reducing the van der Waals force, and very sensitive cantilevers, it appears to be possible to 
measure tip-surface forces as small as several pN [10,15]. It is assumed that the liquid itself 
is not imaged, although it may oxidize or protonate the tip, produce a charged double-layer 
and dissolve the surface and considerably change the surface transport properties. Good 
atomic images have been obtained in humid air for the soft hydrophilic surfaces of ionic 
alkali halides [5,7,8], and under liquid for SrFz 1161 and calcite [IO]. The first group of 
experiments has been performed in a repulsive constant force mode of observation, where 
the force exerted on the cantilever was about 1C-200 nN. In the latter case the variable- 
deflection mode was used, where the lever deflection was caused by a very small attractive 
force of about 20 pN with no hysteresis observed in the force versus distance curves. Note 
that the forces measured on the cantilever are not equivalent to those acting between the 
nano-asperity at the end of the tip and the surface. They represent the balance between the 
cantilever bending force and the other forces between the macroscopic tip and the sample, 
and depend on the experimental set-up. Recent calculations [SI suggest that if the resulting 
force at the very end of the tip is larger than several nN, the tipsurface interaction is most 
likely damaging the surface. 

These results clearly demonstrate that large van der Waals and capillary forces 
(encountered when imaging in humid air) [U], which attract the tip to the surface, can 
be effectively reduced by bulk liquid or distributed by surface coverage of many molecules. 
In the latter case these forces are apparently counterbalanced by the presence of a soft 
lubricant layer between the tip and the surface. It is interesting to note that the resulting 
cantilever forces measured in [lO,l5] have the same order of magnitude as those predicted 
theoretically for the ‘chemical’ interaction of the nano-asperity at the end of the tip with 
the ionic surfaces [8,17,18]. It seems, therefore, plausible to assume that observed images 
are primarily determined by electrostatic and short-range ‘chemical‘ forces acting between 
the atoms at the very end of the tip and the surface atoms. 

Some related issues have been considered in several recent model studies [19]. However, 
calculations treating realistic tips and surfaces are still rare. Although these are more 
specific than model studies, if they are performed on different tip models and surfaces, 
they can reveal important general trends. Furthermore, recent development of simulation 
techniques and their successful application to studies of very complicated systems [20] 
suggests that the successful interpretation of experimentally obtained images will depend 
on the direct simulation of real AFM operation in the near future. Extensive simulation 
work has been already performed by Landman and coworkers on metal tips interacting with 
metallic surfaces [21] using molecular dynamics techniques. These calculations and the 
work of Sutton et al [22] highlighted the importance of adhesion, the effects of friction 
and wear, and the hysteresis of the force versus distance behaviour in the case of surface 
indentation. Our main interest is in ionic crystal surfaces, such as alkali halides and oxides, 
where electrostatic forces play a decisive role. Girard et al [17] and Giessibl [18] have 
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considered some of these forces., In particul,ar, [IS1 used an.oxygen atom as a model 
tip interacting with the (001) KBr surface. It was demonstrated that a polarizable atom 
simulating the very end of the tip, placed in 'the non-uniform .surface el&c fieId at a 
distance of 3 4  .& above the surface, kattratted to the perfect surface with a force of 
several pN. This is just one of the many Tactors which cause contrast in the surface image 
in the attractive mode of observation. In reality the 'tips are constructed from ionic or semi- 
ionic materials such as silica, Si3N4 or oxidized silicon, which are protonated in humid air 
or in water. Therefore the tips are likely to consist of ions and inertgroups such as silanol 
or bi-silanol [23]. RecentIy we have studied the interaction of an Si0 molecular tip with 
the (001) MgO surface [24], and the more complex Si02 tip with a silanol group at its 
end with the (001) NaCl surface [SI, using quantum-chemical techniques These studies 
have revealed the complicated character of the tipsurface intaction and demonstrated the 
considerable surface distortion that occurs when the tipsurface separation becomes smaller 
than 2-3 A. 

In this paper we leave aside important issues concerning the details of the structure of 
liquid layers and their chemical interaction with tips,and surfaces and focus on the role of 
the chemical nature of the tip and 'the nano-aspeiity at 'its end, and the interaction of this 
nano-asperity with the surface at long and short distances, including surface penetration. We 
report the results of an extensive theoretical study of the interaction of three d.ifferent types 
of tips, composed of Si02 and MgO, with the (001) surfaces of' .LF, NaCl and CaO. We 
employed a new computer code MARVIN [25], based onthe atomistic simulation technique, 
which we are currently developing as arontine tool for studies of surface processes including 
AFM. The aim of this study is to answer more cIearly tlie foIlowing questions. 

(i) What .is the optimal tipsurface distance at which the tip wilI 'see' perfect or only 
slightly perturbed surfaces, and how does it depend on the chemical nature ofathe tip and 
the surface? How strong are the fip and surface distortions af small tipsurface distances 
and large applied forces? 

(ii) Which kinds of point defects can be detected on ionic, surfaces, and what are their 
expected images? 

In section 2 the model of.the tipswface interaction used in our calculations is,.presented. 
In section 3 the calculation techniques are discussed. The results af our calculations are 
given in section 4, and ,the discussion and conclusiohs of this study are presented in section 5. 

2. The model of the tip-surface interaction 

We performed calculations for severat models representing the end of the tips and their 
interaction with the (001) surfaces of LiF, NaCl and CaO. The chemical .interaction of the 
liqujd with the tip is taken into account via the specific &croscopic;$mcture of the very end 
of the tip, reflecting the possibility of its oxidation and protonation, Otherwise the liquid is 
considered to be inert and not contributiag to 'the imaging. We assume that liquid molecules 
adjust their positions in response to the tip's excursions and deflections. fn &is simplified 
model, the role of the liquid is to provide an elastic lubricant which counterbalances the 
liquid-film meniscus forces and van der Waals forces due to the macEoscopic size of the tip, 
and prevents the tip from penetrating the surface layer. Notethat in this model the dielectric 
screening of the electrostatic interaction due to the liquid layer is also neglected. At large 
applied forces the tip can poke through the liquid layer and End 'itself inside the surface. 
Whether it is possible to obtain atomic E S O ~ U ~ ~ O Q  in this case is one of the questions which 
we try to address in this paper. 
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When all the forces acting at the cantilever at each particular scanning point are 
equilibrated, the actual position of the tip is determined by the thickness of the liquid layer 
(if any), the shape and chemical structure of the tip, and other factors. Thus, depending 
on the distance, the tipsurface ‘chemical’ interaction can be either repulsive, or attractive. 
Therefore OUT approach is first to calculate the related forces as a function of the chemical 
structure of the tip (Si02 or MgO), its shape, and its distance from the surface. These 
forces are the gradients of the adiabatic potential energy surfaces due to the interaction of 
the tip with the surface. In this context ‘atomic resolution’ means the difference in tip 
deflections at different surface atomic sites in variabledeflection mode, or at a certain force 
in constant-force mode. The dependence of this contrast on the tip position for different 
surfaces should give us an idea of the ideal ‘resolution’ of AFM and of the chemical identity 
of the ions at the surface. 

Much more complicated issues concern the ability of AFM to resolve point defects, 
and the vertical and horizontal displacements of perfect surface ions and those around a 
point defect. The surface distortion induced by the tip is one of the important factors 
related to this problem. Another factor concerns the defect stability. In order to gain better 
understanding of these points we considered several plausible point defects which could be 
observed experimentally, i.e. Mg and 0 impurity defects near the (001) LiF surface, and 
the OH- molecular ion substituting for Cl on the (001) surface of NaCI. Their stability, 
adiabatic barriers for diffusion, and AFM images were studied. 

2.1. The tip 

It is important to understand the strength of the chemical interaction between the tip and 
the surface ions, and whether it is possible to optimize the chemical structure, hardness, and 
shape of the tips in order to obtain better and more reliable images, or perhaps a degree 
of chemical specificity. Therefore, it is necessq to consider the atomic composition and 
structure of the tip, and the role of its chemical nature. 

Si;N4 tips have been used in many recent studies with the Nanoscope U: and have 
yielded good atomic images of alkali halides and of some alkali-earth fluorides [8,16]. In 
the study by Ohnesorge and Binnig LlO], sensitive silicon cantilevers with ultra-sharp tips 
were employed for AFM imaging of the calcite cleavage plane. Since the surface of silicon 
oxidizes in air, it seems reasonable ‘to assume that the ‘outer layer of the tip is formed 
from SiOz. According to 1231, deposited Si3N4 usually contains a considerable amount of 
dissolved oxygen in the lattice and silanol Si-0-H groups in a surface film. Silanol groups 
also terminate typical Si02 surfaces in air [26,27]. Therefore, we consider a local structure 
corresponding to a silanol-terminated Si02 surface as the basis for the construction of an 
atomistic model for Si, Si02 and SisNi tips. One of the possible nano-structures of the end 
of the tip was suggested in our previous work [8]. It contains four silicon atoms and ten 
oxygen atoms (see figure 1). The central silicon atom of the cluster is fully coordinated by 
oxygen atoms, and all non-bridging oxygen atoms are terminated by hydrogens. In addition, 
the three remaining three-coordinated silicon atoms are also terminated by hydrogen atoms, 
as shown in figure 1. This tip model contains 24 ions, Si401oHLO (we will call it the SiOH 
tip in subsequent discussion). It is neu’aal and has seven silanol groups directed toward the 
sample surface. In order to make the tip ‘sharp’, one of the silanol groups is located closer 
to the surface than others. 

To make our results more general with respect to tip shape, chemical structure, and 
hardness, we have studied MgO as an alternative material for the tip. More specifically, 
we considered a cube Mg;20;2 oriented with its (1 11) axis perpendicular to the ‘scanned‘ 
surface. The cube’s comer makes a pyramid with an oxygen ion at its end (see figure 2). 
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This presents a model of an ionic-tip which is much less 'sharp' than that with a silanol 
group at the end. The effective charge on the oxygen is -2e (where e is the charge on a 
electron), contrasting with the charge on the hydrogen atom at the end of the silanol group, 
which is about +0.4e. This allows us to study in more detail the effects of the Coulomb 
interaction between the tip and the surface. Although MgO is quite a hard material, the 
local hardness of the corner, which we treat as a tip, is much less. Consideration of its 
interaction with different surfaces at various distances and applied forces will provide a 
useful insight into the problem of tip stability with respect to different surfaces. 

It is known that water molecules can dissociate into H+ and OH- on MgO surfaces [28]. 
Protons bond strongly to the surface oxygen ions. For comparison with the results of 
calculations for the protonated Si02 tip interacting with the (001) NaCl surface, analogous 
calculations for the 'protonated' MgO tip were done (which we refer to as the MgOH tip 
in future discussion). Although in both cases the total charge of the tip was zero, there is 
an important difference between them. In Si02 the proton charge was compensated locally 
by the OH- group attached to the nearest silicon ion. In the case of MgO, an OH- group 
preserving the system neutrality was attached to the magnesium ion at the opposite comer of 
the cube. Therefore the end of the tip had a local charge of +l. This represents the situation 
where the presence of water or other liquid leads to formation of a charged tip [12,23]. 

3. Calculation techniques 

We have focussed mainly on the calculation of an adiabatic potential energy surfaces (APES) 
and corresponding forces for the tipsurface interaction, and have not taken into account 
energy dissipation in the scanning process. The large number of relaxing ions requires a 
semi-empirical technique for energy calculation. We have, therefore, employed both a semi- 
empirical quantum-chemical method (CLUSTER code [29]), and an atomistic simulation 
technique (MARVIN code [=I). 

3.1. Quantum-chemical method 

The CLUSTER code has been described in several recent publications [29,30]. We will, 
therefore, focus our discussion only on the details which are essential for the present 
study. The program employs both the embedded molecular cluster (EMC) model [31] and 
the periodic large unit cell (Luc) method [32] and is based on the intermediate neglect 
of differential overlap (INDO) approximation of the unrestricted HartreeFock-Roothaan 
method [33]. It allows us. to determine the electronic structure of a quantum mechanically 
described cluster that contains several tens of ions. It employs a minimal valence Slater 
basis set and uses a singledeterminantal approximation for the wavefunction and therefore 
does not take into account van der Waals interactions. The lattice relaxation in the present 
study includes only ionic displacements from the lattice sites. 

The calculation scheme of the CLUSTER code and the parameterization of the INDO 
method are described in [29]. The EMC model was employed in all the present calculations. 
The crystal surface was simulated by a NazsClZ molecular cluster comprising two planes 
of 25 ions embedded in the slab of five lattice planes (see figure 1). The tip smcture 
was optimized separately using the CLUSTER code, The S i a H  angle within the central 
silanol'group was found to be 120 degrees. However, in order to simplify the model we 
made it 180 degrees and did not vary this angle in further calculations. Although this makes 
the tip stiffer, we believe that this does not affect our qualitative conclusions. 
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Fipnrc 1. Diagram n: thc SiOH lip and (100) NaCl 
cluster ti~il led explicitly in lb CLUSTER calcu13tions. 
This ensemble is embedded in an infinite five layer slab 
of NaCl which is not shown in  the figure. 

3.2. MARVIN atomisric simulation technique 

The atomistic simulations presented in this work have been performed by a new surface code 
MARVIN [25]. This program adopts a many block approach, with planar two-dimensional 
periodic boundary conditions parallel to the interface. Each block consists of two regions 
as shown in figure 2. The first contains the ions which are relaxed explicitly until there is 
zero force on each of them, while the ions in the second are fixed. Thus, the model of a 
surface consists of a block (A) with its region 1 containing the ions closest to the surface, 
and the ions in region 2 are fixed to represent the electrostatic potential of the remaining 
lattice (see figure 2). The methodology is closely related to that used by Tasker [34] in 
the MIDAS code, but MARVIN is considerably more flexible as regards the interatomic 
potentials that may be used and the complexity of the systems that may be studied. In the 
atomic force microscope calculations, the tip is placed in a second block (B), with its region 
1 containing most of the ions which interact with the surface, and the few remaining ions 
placed in region 2 to fix the shape and position of the tip. Each block has its own attributes, 
such as the type of potentials used to describe it. The advantages of adopting a many block 
approach will become apparent in future work, where the effects o f  water or the imaging of 
a molecule adsorbed on a surface will be examined. Clearly these new interactions will be 
molecular in nature and will need to be treated by molecular mechanics potentials, rather 
than the ionic model used here to describe the tip and surface and their interaction. 

The code in its present version employs periodic boundary conditions, which has 
advantages for studies of perfect surfaces, interfaces and periodic adsorption. However, this 
confines the simulation of the AFM to a periodic array of tips which interact with each other. 
To minimize this interaction, the simulation box needs to be as large as possible. Increasing 
the number of ions, n ,  in the simulation slows down the program execution appreciably as 
the calculation time is order n2. To minimize this problem, we have incorporated the idea 
of ‘freezing’ into the calculations. This involves taking an ion out of the minimization if 
the force on it is less than a given value. There is no guarantee that the force on this ion 
will not increase as the rest of the ions relax around it, and this is checked for at the end 
of each calculation. This technique has been found to be extremely effective for the AFM 
calculations presented here. 

Figure 2. Schematic of the repeat miit for the tip and 
surface used in the MAPiilN ammistic simulations (seL 
a160 figure 7) .  
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The functlonal forms of the potentials used to describe the tip and surface and their 
interaction are based on an ionic model 1351. The major interaction is between charges 
centred on the ionic positions of the ions, with elecbonic polarization incorporated via 
the Dick-Overhauser shell model [36]. These Coulomb interactions are very long-range 
and so the crystal sums converge very slowly. Hence a two dimensional Ewald summation 
technique has been employed [37]. In this work, two-body potentials were used to represent 
the non-Coulombic interactions between the ions, although the program can handle three- 
and four-body potentials to describe covalent interactions. The range over which these 
non-Coulombic interactions operate is determined by a potential cut-off. We note that the 
code has the facility to use a molecular mechanics formalism, where the connectivity of a 
molecule is used to determine the appropriate form of interactlon for each potentlal. 

Table 1. Short-range potentials' used 

Between ions Potential lype A or D P or B C o r  ro source 
~ 

0-0 
Li-0 
Na-0 
Mg-O 
Ca-O 
F-O 
C1-O 
F-F 
Li-F 
Na-F 
Mg-F 
CI-CI 
Na-CI 
Mg-CI 
Na-Na 
Na-Mg 

Na-H 
0,b-H 

Buckingham 
Born-Mayer 
Born-Mayer 
Born-Mayer 
Born-Mayer 
Buckingham 
Buckingham 
Buckingham 
Born-Mayer 
Born-Mayer 
Buckingham 
B"cki"ghZUil 
B"Cki"gham 
Buckingham 
Buckingham 
Buckingham 
Morse 
Born-Mayer 

9574.96 
828.01 

1677.83 
1284.38 
121924 
46455 

4393.1 
911.69 
443.84 

1459.76 
2902.29 
2021.3 
3046.4 
2511.51 
6927.8 

28261.4 
7.0525 

83.09 

0.2192 
0.2793 
0.2934 
0.2997 
0.3376 
0.3363 
0.2721 
0.2707 
0.2714 
0.2605 
0.23668 
0.3588 
0.2836 
0.2857 
0.1836 
0.1510 

0.2946 
2.1986 

32.0 
- 
- 
- 
- 
22.1 
62.2 
13.8 
- 
- 

1.866 
88.98 
12.82 
6.22 
4.43 
2.10 
0.9485 
2.10 

CI-H G e n e d  1851.0 0.2014 1.565 , 

a The potentials given above have the functional form: W ( r )  = Aexp(-r/p) (Born-Mayer); W ( r )  = 
Aexp(-r/p) + C/r6  (Buckingham); W(r) = ( I  - exp[-p(r - r ~ ) ] ) ~  - D (Morse). 
0, is the oxygen ion of the OH group at the end of the MgOH tip. It was W t e d  as non-polarizable with the 

effective charge equal to -1.4263~. The effective charge of the H ion was 04263e W]. The parameters of the 
short range interaction between the 0, ion.and Mg. 0, Na, and CI ions of the tip and the surface were the same as 
those for the 0 ion. The only, difference was in the Coulomb interaction. Only the Coulomb interaction between 
the Hand Mg ions was taken into account. 

This interaction was best fitted to the pak potential which had an additional D / r 4  term with D = 7.574. 

This work 
This work 
This work 
This work 
This work 
This work 
This work 
This work 
This work 
This work 
Reference [381 
This work 
This work 
This work 
This'work 
This work 
Reference [39] 
Reference [40] 
This work 

The parameters of the pair potentials used in this work are summarized in table 1. 
The short-range potentials for most of the ions were specially optimized. The aim of 
this optimization was to maintain the consistency between the different interactions and to 
reproduce the characteristics of the perfect lattices correctly but still produce a potential 
whose functional form is robust with respect to significant distortions in the bond lengths 
away from equilibrium values. In particular, the oxygen-oxygen potential was determined 
by simultaneously fitting the short range parameters to reproduce the lattice parameters of 
a range of different binary and ternary oxides. All other potentlals were initially derived 
using an electron-gas method and further refined by fitting to the perfect lattice properties 
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of the appropriate materials, i.e. for MgO, NaCI, LiF, MgFz, LizO, NazO. In cases where 
no lattice data were available, to aid the fitting procedure an empiricizing method was 
employed 1411 which uses the differences in potentials derived using an electron-gas method 
and an appropriate empirical potential (e.g. electron-gas F-O and F-F; empirical F-F). For 
anion-anion potentials, the Ca dispersion terms were determined using the Kirkwood-Slater 
formulae [42]. Only Coulomb repulsion was taken into account for Li-Li and Mg-Mg 
interactions. All the ions, except 0, and H, had their full formal charges. Only anions 
0, F and C1 were polarizable. Their shell model parameters [35,36] were the following: 
YO = -2.04e; = 6.3; YF = -1.3776e; Kp = 24.26; Yc~ = -1 .984~  = 13.209. 

To derive the short-range potential between the hydrogen ion of the Ot-H group at the 
end of the MgOH tip and the chlorine ion at the surface we used the following procedure. 
The interaction of the Mg3z032H+ tip with the individual C1- ion was calculated both 
quantum-chemically and using the MARVIN code in a wide range of separations. In the 
latter case only the Coulomb interaction between the hydrogen and chlorine was included. 
Then the results of both calculations were subtracted, and the difference was fitted to a pair 
potential. 

Using the MARVIN code and this set of parameters we calculated the reconstructions 
of the perfect (001) surfaces of LiF, NaCl and CaO. The results are qualitatively similar 
for all three crystals: the cations displace slightly inward and the anions outward from the 
crystal perpendicular to the ideal surface plane. The magnitudes of these displacements are 
about 0.01a (U is the bulk interionic separation) for LiF and CaO, and about 0.02a for NaC1. 
A very similar surface relaxation was calculated for NaCl using the CLUSTER code. We 
note in passing that the geometry of the relaxed Mg3zq2 cluster is not in fact cubic, but 
rather rectangular with rounded corners. It compares well with that calculated in previous 
studies [43]. 

In all the MARVIN calculations of the tip interacting with the perfect surfaces, the 
surface region 1 contained two planes of 72 ions, which were allowed to relax. In the 
defect studies region 1 contained four crystal planes of the same size. Region 2 typically 
contained five planes of frozen ions. In all the calculations, the region 1 of the MgO tip 
contained 44 of the 64 ions comprising it. 

A L Shluger et a1 

4. Results of calculations 

We consider our model as one which represents a quite common situation when there is 
an oxygen ion or a chemical group such as silanol at the end of the tip, and focus our 
attention first of all on qualitative features of the mechanisms of atomic imaging using AFM. 
We explored, therefore, only one of the possible orientations of the SiOH, MgO and MgOH 
tips relative to the surface. These orientations were chosen arbitrarily, and then kept the 
same in all the calculations. In most cases the calculations were made for the tip moving 
down perpendicular to the surface above different surface points (cation and anion sites, 
and some intermediate positions) until it penetrated the surface to a certain extent, after 
which we moved the tip back up. Calculations were also made for the tip moving inside 
the crystal parallel to the surface plane. In the MARVIN calculations the total energy of 
both regions 1 was minimized with respect to the positions of the cores and shells of the 
relaxing ions (see figure 2) at each position of the tip. In the CLUSTER calculations only 
the 0 and H atoms of the silanol group at the end of the tip and all the atoms inside the 
quantum cluster on the surface were allowed to relax to new equilibrium positions. The 
forces acting between the tip and the surface were calculated as the first derivatives of the 
APES with respect to the shift of the frozen part of the tip along the z axis. 
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Four sets of calculations were performed. The quantum-chemical CLUSTER 
calculations were made for the (001) NaCl surface and the Si02 tip. For the sake of 
comparison analogous MARVIN calculations were performed for this surface using the 
MgOH tip. The interaction with the LiF and CaO (001) surfaces were studied only for the 
MgO tip using the MARVIN code. 

4.1. General trends 

The APES corresponding to the tip moving down towards the surface above cation sites for 
the four cases are presented in figure 3. The values on the x axis are the displacements 
of the frozen part of the tip, d ,  relative to the frozen p m  of the surface from the initial 
configuration of the system. For convenience they are calculated in such a way that the 
far right point corresponds to the initial distance between the end of the tip and the perfect 
surface plane, whereas 0 corresponds to the situation where the last ion of the unrelared tip 
would cross the perfect surface plane. Note that due to the tip and surface relaxation this 
‘crossing’ is only imaginary. However, for convenience of discussion we will further call 
d a tipsurface distance. 

I 
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Figure 3. Energy versus distance curves for 
the different tips above a cation site. (1) MgO 
tip above LiF surface; (2) MgO hp above CaO 
surface, (3) MgOH tip above NaCl surface; (4) 
SiOH hp above NaCl surface. 

Despite differing in shape, the APES can he clearly divided into three regions. In the first 
region, in which d vanes from 10 A to about 4.0 A, the tipsurface interaction is relatively 
weak. In the second region, which usually corresponds to the values of d less then 3.5 A, 
strong chemical interaction between the hp and the surface ions takes place, and the APES 
sometimes have a quite irregular shape. Finally, in the third region the strong repulsion 
between the tip and the surface takes place. Let us now consider these three regions in 
more detail. 

4.1.1. Large tip-suface distances. There are three main contribuhons to the tipsurface 
interaction at large distances in our model: (i) the van der Waals interaction; (ii) the 
interaction of the tip ions with the electric field produced by the surface and vice versa; (iii) 
the polarization interaction, i.e. the interaction of the dipole moments induced on the tip 
ions with the surface electric field and those on the surface ions with the tip electric field, 
and the interaction between the dipoles themselves. 

The van der Waals attraction is taken into account via the Ca dispersion terms in the pair 
potentials. Note that the sum of these interactions is taken over all ions in regions 1 and 2 
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of the blocks A and B (see figure 2). It should be proportional [12] to l/d3 if the tip radius 
R is smaller than d, and to l/d for R >> d. The van der Waals interaction is long-range 
and does not depend on the tip lateral position at large tipsurface distances. This effect 
depends on the tip’s shape. For the MgO tip used in this work, the lateral dependence of 
the van der Waals interaction becomes significant when the distance between the surface 
and the end of the tip is less than about 2.5 A. 

The electric field produced by the neutral (001) surface of the FCC lattice is periodic and 
decays exponentially [44] with the distance from the surface plane, z .  At large distances, 
such as 2-3a it behaves as exp(-kz), where k = n/a  (1.1-1.6 for our surfaces). At closer 
distances the contribution of other reciprocal lattice vectors becomes significant and the 
€unctional form of the surface electric field may include several exponents. This is also true 
for the neutral tip. However, because of its sharp form, the electric field produced by the tip 
decays much more slowly. For instance, for the MgOH tip in the direction perpendicular 
to the surface it behaves approximately like exp(-0.25r), where r is the distance from the 
H atom. Therefore both electrostatic terms of the tipsurface interaction should increase 
exponentially as the tip approaches the surface. 

There are two sorts of dipoles induced on the surface and tip ions. All the perfect surface 
ions initially bear small dipole moments due to the gradient of the crystalline potential near 
the surface and its rumpling. The electric field produced by the periodic lattice of these 
dipoles decays exponentially with the distance from the surface [ 121. The tip ions are also 
initially polarized due to its shape. As the tip approaches the surface, polarization of the 
surface ions increases and some of them strongly displace from their initial positions. The 
dipolddipole interaction between the most polarized surface ions and those of the tip is 
approximately proportional to lM6, although it may behave in a more complicated way at 
small tipsurface distances where a large number of ions may be polarized. 

First, let us consider the interaction of the MgO tip with the (001) surfaces of LiF and 
CaO. The calculated force versus distance curves are presented in figure 4. For LIF, these 
curves practically coincide between 7 and 11 A for all lateral tip positions studied (i.e. above 
anion and cation surface sites, as well as above the intermediate position midway between 
cation and anion). The APES can be well fitted by the functional form E ( d )  = A/d3 + B/d, 
where A is much larger than E. These two factors demonstrate the van der Waals nature of 
this interaction. The electrostatic interaction, which becomes significant at distances smaller 
than 7 A, splits the APES and the force curves and makes an exponential contribution to 
the functional form of the interaction. The electric field produced by the surface of CaO 
decays slower than that for LiF because of the difference in the ionic charges and the lattice 
constants. In fact in CaO, the electrostatic contribution to the interaction is larger than 
that of the van der Waals interaction even at large distances. The gradient of the electric 
field is larger at the last oxygen ion than at upper tip ions. This determines the qualitative 
character of the interaction: repulsion above anion sites and attraction above cation sites 
(see figure 4). 

The force curves representing the interaction of the MgOH tip with the (001) NaCl 
surface look qualitatively very similar to that of MgO with LiF (see figures 4 and 5). 
However, the magnitudes of the interaction and forces are approximately twice as large in 
the case of NaCl. This results from the fact that the dispersion interaction between 0 and 
CI ions is much larger than that between 0 and F (see table I), and from the difference in 
the electrostatic contributions. The latter is caused by the non-compensated positive charge 
at the end of the MgOH tip. At relatively small tipsurface distances (less than 4 A) the 
repulsion of the positively charged tip from the cation site and its attraction to the anion 
site split the curves. This effect is much more pronounced for S O H  and NaCI. 

A L Shluger er a1 
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Figure 4. Force versus distance curves for a 
MgO tip above (100) surfaces of LiF and CaO 
at large separations. Positive forces correspond 
to repulsion. Curves (1)-(3) correspond to LiF 
and (4)-(6) to CaO. (1) and (4) are above anion 
sites; (2) and ( 5 )  are above cation sites: (3) and 
(6) are above sites equidistant from a cation and 
anion along the (100) axis. 

Figure 5. Force versus dislance c w e s  for 
MgOH and SiOH tips above the (100) surface 
of NaCl at large separations. Curves (1)- 
(3) correspond to lhe MgOH tip and (4)-(5) 
correspond to the S O H  tip.(l) and (4) are above 
anion sites; (2) and (5)  are above cation sites; 
(3) is above the site equidistant from a cation 
and anion along the (100) a u s  of NaCI. 

The quantum-chemical calculations on the interactions between the SiOH tip and the 
(001) surface of NaCl do not take into account van der WaaIs interactions. Therefore when 
the massive part of the tip is relatively far from the surface, the tipsurface interaction is 
determined mainly by the electrostatic interaction between the polarized 0-H group at its 
end and the surface ions. It becomes virtually negligible at about 4.5 8. For distance 1 A 
< d < 4.5 A above the surface, there is a repulsion above cation sites and an attraction 
above anion sites. Stronger repulsion above cation sites is caused by the electrostatic 
repulsion between the two positively charged species: cation and hydrogen. Above anions 
the attraction between the hydrogen and chloride is partly compensated at large distances 
by the repulsive. force between the oxygen and chlorine ions. Another important factor is 
the atlraction between the oxygen ion and the nearest cations surrounding the anion site. 
Note that similar effects occur for all the cases considered. 

The magnitudes of the forces acting between the tips and the surfaces increase from 0 
to about 3 0 6 0  pN at d - 3 4  A (see figures 4 and 5). In this range the surface distortion 
induced by the tips is quite small and the displacements of ions from their sites do not 
typically exceed 0.02~. Note, that although we consider the tip moving up and down above 
the certain surface points, a small and reversible surface distortion allows us, in principle, 
to reconstruct the whole image, and to relate our results with the 'real' scanning process, 
where the tip moves along the surface. This corresponds to the intuitive understanding of 
an ideal scanning as a process in which the surface and the tip do not distort irreversibly and 
images are reproducible. However, in real experiments the amplitude of the tip's deflections 
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above different surface sites depends not only on the forces discussed above, but also on 
the structure and elasticity of the liquid layer. Therefore the amplitudes obtained in these 
calculations (say, about 0.5 A for the force 40 pN in the case of the MgO tip and the LiF 
surface) demonstrate only the scale of possible deflections. The situation changes at smaller 
distances, where the separation between the tip and the surface becomes close enough for 
chemical bonding. 

4.1.2. Chemical bonding. As the tip approaches the surface, several different situations can 
be expected which depend on the geometry, chemical structure and local hardness of both 
materials. (i) If the hardness of the microasperity of the tip is stronger than that of the 
local surface area it may penetrate the surface and produce severe surface damage. In the 
opposite case the tip itself may be considerably damaged. (ii) The tip may adsorb atoms 
from the surface if their chemical bonding to the tip atoms is larger than to the surface. 
This may lead to hysteresis in the APES and force curves as the tip moves up and down 
during scanning. (iii) Both these effects depend on the tip’s shape and orientation. In the 
area of strong tipsurface contact the number of possible variants and atomic configyations 
increases dramatically. Therefore the calculations are able to demonstrate only qualitative 
trends and to give some models. The qualitative results of this study may be summarized 
as follows. 

(i) All three tips considered in our study (MgO, MgOH and SOH) are harder than 
the surfaces of alkali halides. Therefore, despite considerable distortion of their structure, 
they easily penetrate the surfaces of LiF and NaCI. That does not happen, however, in the 
case of CaO, where the MgO tip effectively ‘breaks’ when approaching the surface at the 
distance about the lattice constant of CaO (2.405 A) both above cation and anion sites. In 
fact the oxygen ion at the end of the tip displaces inside the tip, which is destroyed due to 
the strong repulsion from the surface ions (see figure 6). 

(ii) The surface deformation by different tips has common features characteristic of 
certain tip-surface separations. They are illustrated in figure 7 for the MgOH tip approaching 
the (001) NaCl surface. At relatively large distances (more than 2.5 A) the surface 
deformation is small and elastic (figure 7(a)). At some stage (in our case when d = 2.5 
A) the hydrogen ion starts to pull the C1 ion out from the surface (figure 7(b)). The same 
happens above a cation site but at smaller d (see the sudden drop in energy in figure 3). This 
effect is characteristic of all cases considered. At smaller distances the tip repels the ions 
inside the surface first producing elastic deformation over a large surface area. When the 
tipsurface distance becomes smaller than about 1 A, a defect forms when the surface ion 
closest to the tip displaces into the interstitial position. At this distance other tip atoms come 
close enough to the surface to pull some ions out of the surface (figure 7(c)). Finally, when 
the tip penetrates the surface, several surface ions displace into interstitial positions and 
some of them adsorb onto the tip (figure 7(d)). This surface deformation is not reversible 
and leads to the hysteresis in the APES if the tip moves back to its initial position. 

4.1.3. Repulsion andhysteresis. When the massive part of the tip approaches the surface, it is 
repelled strongly as can be clearly seen on all the APES presented in figure 3. This repulsion 
corresponds to the surface indentation. It may be also accompanied by an effective change 
of the tip’s shape as many of the surface ions adsorb on its surface. The latter strongly 
depends on the chemical structure of the tip and the surface. In our calculations, which 
correspond to ‘molecular’ dimensions, it is trivially determined by the ratio between binding 
energies of the ions at the initial surface and those at the tip. The difference can be readily 
seen if we compare the SiOH tip, ‘covered’ with the silanol groups, and the MgO tip. 

A L Shluger et a1 
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Figure 6. Diagram of a MgO tip breaking when pressed 
into the (100) surface a i  CaO with a force of about I 
nN at a distance of 2 A f" the surface Note the 
small deformation of the surface. 

~ 

Figurr 7. Progress of the MgOH tip descending into the ( I O U )  surface o f  NaCl above an anion 
site. Doth rcgions I and 2 of the tip are shown but only the region I of the surface. Note the 
O,H group at the top of the tip to make the system neutral. (a) d = 4 A. The surface and tip 
ax only slightly penvrkd.  (b) d = 2.5 A. The anion is displaced~outwards from the surface 
towards the approaching tip. The tip is still intact. (c) d = 0.7 A. The surface is strongly 
pelfurbed with the mion now displaced inside the surface. (d) d = -0.4 A. Both the tip and 
surfacc are greatly distorted. The tip has entered the surface and displaced the anion into the 
interstitial position. 

Although there is a chemical interaction between the hydrogens of the tip and the chlorine 
ions at the surface of NaCl (see discussion in [SI), the energy of this interaction is much 
less than that necessary to produce an anion vacancy on the surface (ahout 7 eV [ll]). 
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Therefore, this interaction leads to reversible surface distortion. However, the binding of 
the Li and F ions to the surface of MgO is larger than the defect formation energy at the 
surface of LiF. Several ions adsorb on the grains of the MgO tip. This can be best seen in 
figure 8(a) showing the tip penetrating the surface of LiF above an anion site. 

A L Shluger et a1 

Figure 8. MgO tip absorbing ions z it  scans rhe suiface of  LiF. (a) tip penctmting the sunaw 
above anion site. (b) tip displaced towards Cation Site and tup out or the surface by I A. The 
beginning o f  the formation of a ‘neck can be c ieu ly  seen. 

If we now simulate a scanning process and move the tip in the direction of the cation 
site, the surface deformation becomes even larger. In this situation the tip works like a 
plough, moving several ions along with it. The beginning of the formation of a ‘neck‘ 
between the tip and the surface can be clearly seen in figure 8(b), corresponding to the tip 
position between cation and anion sites and about 1 A above the surface. Similar effects 
have been studied experimentally [45] and theoretically [21] for metallic surfaces. 

We note that the effects of hysteresis are closely related to adhesion and wear of the 
tip and the surface materials, and should be described in terms of surface free energy and 
simulated using molecular dynamics. Presently this technique is too time-consuming for 
ionic sulfaces due to the two-dimensional crystalline sums which need to be computed at 
each time step. However, we believe that the qualitative effect is clearly demonstrated. 

4.2. Surface defects 

Imaging of atomic scale surface defects is the most convincing way of demonstrating 
true atomic resolution. Step edges have been observed on several surfaces with atomic 
resolution [8,10]. Some point defect candidates, imaged as missing lattice ions, have also 
been reported recently [8,11]. Since the time required to raster an atomic width in many 
AFMS is not much smaller than 0.1 s, only very stable defects can remain in the observation 
area during scanning and thus be imaged. Defect diffusion may be stimulated by their 
interaction with the tip. Amongst the many other factors which can make observation 
of point defects so rare is their relatively low total concentration in the sample, and, in 
particular, in the first surface layer. In this section we report the results on the stability and 
mobility of several types of defects near surfaces of LiF and NaCI, and their interaction 
with the A N  tip. 

One can consider at least three sources of point defects near the surfaces of ionic crystals. 
These can be Schottky pairs of cation and anion vacancies (the formation energies of these 
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defects are about 2.7 and 2.5 eV in LiF and NaC1, respectively), impurities, and defects 
produced during AFM scanning. In this paper we have studied two well known impurity 

in their regular sites. Their excess charges are compensated'by cation and anion vacancies 
respectively, which are localized at the nearest-neighbour position. We have also studied the 
OH- ion in an anion vacancy on the surface of NaCl.~ Anion vacancies thermally generated 
near the surface can trap the OH- ions from the adsorbed water or from solution. Vacancies 
can also be produced during scanning, as was demonstrated in the previous section. 

4.2.1. Defecr structure and stability. Properties of these defects in the bulk were calculated 
in previous studies using similar techniques [46]. Therefore we focused our attention on 
their structure near surfaces. The impurity-vacancy dipoles in three surface planes were 
calculated using the MARVIN code. Four surface planes were included in region 1 (see 
figure 2) and each contained 72 ions. The periodically translated dipoles interact with each 
other. There is, therefore, a technical question as to how large the repeat unit needs to be to 
eliminate the influence of this interaction on the defect structure and their diffusion adiabatic 
barriers. Comparative calculations for units of various sizes have demonstrated that our 
unit is large enough, for this purpose. The relative energies of various dipole configurations 
considered in this work are summarized in table 2. One can see that the configuration where 
the vacancy is in the surface layer and the impurity ion is in the next layer is preferable for 
both the MgZ+-V, and the 02--Va dipoles, although this is less pronounced for the oxygen 
dipole. This is mainly the result of the difference in the crystalline potential in the surface 
layers and surface polarization. In particular, the magnitudes of the Madelung potential in 
the non-relaxed surface layer and in the two next layers are 1.6816, 1.7483 and 1.7476, 
respectively. 

defects which are common in LiF samples: Mgz+ substituting Li, and 02- substituting F 
~ 

~ 

Table 2. The calculated energies (in eV) for the different configurations of M$'-V, and 02-- 
V. dipoles near the (001) surface of LiF. Integers in the firsf and in the sewnd eolllll~ls indicate 
the number of the plane where the vacancy and the impurity are lwted.  0 corresponds to the 
surface plane. 

Impurity Vacancy M$+-V, 02--V, 

0 0 0.28 0.02 
1 0 0.00 0.00 
0 I 0.40 0.21 
1 1 0.11 0.16 
2 1 0.15 0.17 

2 2 0.20 0.18 
1 2 0.21 0.18 

The displacements of the ions surrounding the defects are very close to those obtained 
in the bulk 1461, therefore, we do not present them here. However, since the displacements 
of ions near the cation vacancy on the LiF surface are of some interest from the point of 
view of their possible observation by AFM, they are discussed in the next section. 

The OH- ion substituting C1- on the surface of NaCl was studied using the quantum- 
chemical CLUSTER code. However, for the sake of comparison and in order to test our pai~  
potentials we performed the calculations of this defect using the MARVIN code too. The 
atomic structures obtained by both techniques are very similar. The OH- ion is oriented 
perpendicular to the surface plane with its 0 ion located almost in the centre of the vacancy 
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and the H ion directed out of the surface. The five nearest-neighbour cations are displaced 
by 0.08a towards the 0 ion. Similar calculations performed for the bulk defect using the 
CLUSTER code gave the (100) orientation of the molecular ion, which is well known from 
experimental studies [47]. Hardly surprisingly the OH- ion is very stable in the anion 
vacancy. In particular, the lowest energy for the OH- adsorbed on the surface near the 
anion vacancy is about 3.3 eV higher than that inside the vacancy. 

4.2.2. Adiabatic barriers for defect diffusion. In order to characterize the mobility of the 
defects the adiabatic barriers for their diffusion were first calculated. Preference was given 
to the most stable defect configurations at the surface as this is relevant to this study. Let us 
first consider the Mg2+-V, dipole. The barrier for the cation vacancy jumps on the surface 
around the MgZt ion located in the next surface plane was calculated to be 0.36 eV. The 
barrier for the MgZt jump into this vacancy is about 1.1 eV. If the dipole is located in the 
surface plane the latter barrier is found to be 1.3 eV. Very similar values were obtained 
also in the case of the Oz--V, dipole. In particular, the barrier for the 02- jump from the 
second plane into the vacancy on the surface is about 1.0 eV, and that for the dipole located 
in the surface plane is about 1.1 eV. 

The barrier for the anion vacancy diffusion on the surface of NaCI calculated using 
the CLUSTER code is 0.75 eV. Although these calculations do not include the effect of 
electronic polarization of the sunounding lattice, it is close to the experimental values (0.77- 
1.6 eV), and the results of previous calculations (0.72 eV) for the bulk material (see [48] 
for a discussion). The barrier for the OH- ion to exchange places with the nearest CI ion 
on the surface is 3.5 eV. However, the barrier for the OH- ion jump into the nearest anion 
vacancy is much smaller and equal to 0.38 eV. So, as usual, the vacancy mechanism is 
much more effective. However, it requires the anion vacancy to have been generated and 
diffused to the vicinity of the OH-. 

These results qualitatively agree with the results of recent studies of the MgZt-Vc 
dipole diffusion in the bulk of Liz0 1491 and previous Mott-Littleton calculations on alkali 
halides [48]. Essentially vacancies are much more mobile than charged impurities and the 
mobility of the dipole is determined by the barrier for the impurtty jump. This is the result 
of the interaction of the charged impurity with the crystalline field. It is interesting to note 
that, due to the same reason, the barrier points for Mgzt and 0'- jumps between the two 
vacancies on the surface are located about O.la below the surface plane, i.e. 'inside' the 
crystal. Whereas the barrier point for the host cation jump between the two vacancies is 
located about 0.3a above the surface plane. 

Accurate calculations of the jump rates would be certainly a matter of a separate study, 
especially because the saddle point vibrational frequencies may differ strongly from those 
in the initial and final states (see [50] for a discussion). However, applying Vineyard 
theory [51,50] in its simplest form and using as pre-exponential factors the maximum lattice 
frequencies (12.6.10'3 s-l and 5.1.1Q13 s-l for LiF and NaC1, respectively [52]) we feel safe 
to conclude that at room temperature the impurities will be localized in their sites for more 
than one hour. Experimental studies of thermoluminescence, optical absorption and ionic 
thennocurrents of magnesium-doped LiF samples [53J have demonstrated that the Mg2+-Vc 
dipoles become mobile and begin to aggregate only at the temperatures higher than 100 "C. 
This is in good agreement with our estimates. However, the compensating vacancies can 
make several million jumps per second around the impurity at this temperature. A more 
complicated situation is the anion vacancy migration on the surface of NaCI. The calculated 
barrier for these processes is about 0.7 eV and simple estimates predict that one jump can 
happen each 0.1-1 s. 

A L Shluger et a1 



Atomistic theory of AFM of ionic surfaces 1841 

These values for jump frequencies can change by an order of magnitude due to 
compensation effects [50], and even more due to dissolution of the surface layer and 
interaction with the tip. However, we believe that impurities like M$+ or OH- could be 
observed on these surfaces by AFM. It is worth noting, however, that the defects considered, 
although well known in the bulk, may have different forms near surfaces. In particular, 
charge compensation of Mg2+ or 0’- can take place by interstitial host ions that have been 
rejected to the surface on forming Schottky pairs instead of vacancies. In the next section 
we focus only on two representative defects: the cation vacancy and the Mg’+ ion on the 
(001) LiF surface. 

4.2.3. Defect images by AFM. Amongst the many questions which can be asked regarding 
the possibility of imaging and identifying point defects on surfaces by AFM, we will address 
in a qualitative manner the following. 

(i) Is it possible to distinguish a charged defect on the surface by AFM and perhaps even 
achieve a certain degree of chemical specificity? 

(ii) Is it possible to resolve displacements of the ions nearest to the defect relative to 
their lattice sites? 

(iii) How can the tip-defect interaction influence the results, and what might be the 
optimal conditions for observation? 

As is already clear, at small distances the tipsurface interaction may considerably 
disturb the surface structure, therefore the calculations were performed only up to d = 2 A. 
Two cases were considered (i) the most stable configuration of the Mg2+-V, dipole with 
the cation vacancy on the surface and the M$+ ion in the second surface layer, and (ii) the 
Mg’+-V, dipole in the surface layer. The anions nearest to the vacancy are displaced into 
the surface plane by about 0.15 A. The APES corresponding to the MgO tip approaching 
the LiF surface above the cation vacancy, the M 2 +  ion on the surface, the site position 
of one of the anions nearest to the vacancy, the real displaced position of this anion, and 
the intermediate position between this anion and the centre of the vacancy are presented in 
figure 9(a). Two characteristic features can be clearly seen. First, there is a considerable 
difference in the behaviour of the tip-surface interaction above the vacancy, the MgZf ion, 
and the three other positions. Secondly, at distances of about 3-3.5 A from the surface, the 
tip starts to pull some ofthe ions out of the surface (in the Mg’+ case it is the magnesium ion 
itself), resulting in a considerable drop in energy. Thus the regime of  a small perturbation 
in our model is limited up to the tip being about 4 A from the surface plane. 

The corresponding force versus distance curves in the range of d from 10 A to 4 A 
are presented in figure 9(b). (The curve for the tip above the regular anion site is added 
for comparison.) They demonstrate an average repulsion of the tip above the vacancy, a 
strong attraction to the M$+ ion, and very similar behaviour above the anion site and the 
displaced anion. The striking difference between the vacancy and the Mgz+ ion results 
from the Coulomb interaction of the tip with these oppositely charged defects. However, 
this interaction decays very rapidly as the tip shifts closer to the host ion sites. As a 
consequence of this, both defects can be seen with a good ‘resolution’, especially in the 
variable-deflection mode. This result also suggests that one of the possible ways to search 
for this type of defect is to make scans far from the surface where the tip-surface interaction 
is still small enough to obtain good atomically resolved images (at 5-6 A, say). 

Another point concerns the possibility of observing the displacement of the ion from 
the lattice site. This seems to be much more difficult. In particular, the difference between 
the force above the regular anion site and that above the centre of the displaced anion is 
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F i r e  9. (a) Energy versus distance curyes 
and @) force versus distance curves for a 
MgO tip above the perfect and defective 
(100) surfaces of Lip. The latter is at large 
separations only. (I) above the M$+ ion 
substiNting for the Li ion on the surface, 
(2) above the cation vacancy; (3) above 
the regular site position of one of the 
anions nearest to the vacancy; (4) above 
the real displaced position of that anion; (5)  

4 5 6 7 8 9 ’0 above theintermediatepositionbeween the 
displaced anion and the cation vacancy; (6) 
above an anion on the mecl (100) surface. Distance (A) 

only about 4 pN when the tip is 4.5 A above the surface plane. This is on the limit of even 
the best observed sensitivity. In the constant-force mode of about 30 pN the difference 
between the tip’s deflections would be about 0.3 8, above these two points, which is close 
to the limits of thermal noise. Note that at distances closer than 4 A, the interaction of the 
tip with the defect causes displacements of the impurity and the surrounding ions which are 
comparable or even larger than the difference in the tip’s deflections. This is clearly seen 
in figure 10. 

5. Discussion 

What can these results tell us about experimental surface images? The general trends 
common for the cases considered may be summarized as follows. 

The best conditions*for ‘atomic resolution’ exist when the tip scans the surface at a 
distance of about 3-5 A from the surface. This may correspond to the presence of one 
or two liquid layers between the tip and the surface. In this distance range the distortion 
of the perfect surface structure is still small enough for non-destructive imaging, whereas 
the tipsurface interaction is already large enough to observe good contrasts with existing 
cantilevers. Note also that less damaged surfaces are less soluble too. Scanning on large 
distances seems to be the necessary condition for observation of point defects with atomic 
resolution. 
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Fipre 10. MgO !ip above the Mg” ion substituting far Li on the (100) surface of LiF. Note 
that the displacement of the impurity towards the tip is greater than the displacements of the 
surface ions caused by the defecl itself. 

The electrostatic contribution to the tipsurface interaction makes a basis for ‘atomic 
resolution’ at this distance range. In the case of the alkali halide surfaces, this interaction 
becomes considerable at tipsurface distances less than approximately 5 A, where the 
APES and the forces above cation and anion sites become different. Atomic resolution 
may he obtained on these surfaces in both constant force and variable-deflection modes of 
observation in the range of forces less than about 200 pN. When the electrostatic interaction 
between the tip and the surface is large, as in the case of the MgO tip and the CaO 
surface, good images may occur even at larger distances. However, there is a possibility 
that ‘atomic resolution’ can be obtained only in the variable-deflection mode since the 
tipsurface interaction has different signs above cation and anion sites (see figure 4). 

In the range of the large tipsurface separations described, the surface image is unique. 
However, it depends on the chemical structure of the tip. The effective charge of the 
last atom at the end of the tip determines the qualitative character of the image. Note 
that in the case of cubic binary salts considered in this paper the question of the chemical 
identity of observed surface ions is even more complicated than for less symmetrical lattices. 
If different ions are non-equivalent due to crystal symmetry and surface relaxation, their 
identification can be much more straightforward ((1014) surface of calcite studied in [ IO]  
seems to be a good example). 

When the tipsurface distance 1 A < d < 3 .& strong surface distortion is very likely, 
although ‘atomic resolution’ is still possible. However, the tipsurface interaction has a 
much more complicated character than that in the large-distance case. Because of the non- 
monotonic shape of the APES and the corresponding force curves, a given force may be 
encountered at two or more distinct distances of the tip from the surface (see also [SI for 
discussion). On this basis, one may imagine multiple ‘constant force’ surfaces which could 
in principle be imaged by a scanning AFM. Which surface the tip is imaging at any time 
should depend on the force, starting position (above anion or cation), thickness of the liquid 
layer, and the history or path of the tip reaching that point. It is possible that the tip may 
cross from one constant-force surface to another during scanning. Note in this regard that 
the relative repulsion or attraction between cation and anion sites can even change sign from 
one constant-force surface to another. Amongst the many instrumental or other reasons for 
noise in the experimental images, we should allow in principle that uncontrolled switching 
from one constant-force surface to another during scanning may also contribute to noise. 
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Another point concerns the question as to why hard covalent or semi-covalent materials 
have not yielded atomic periodicity in AFM as readily as have ionic, softer materials? 
Our present results regarding the interaction of the MgO tip with the (001) CaO surface 
demonstrate that it is likely that in some cases the tip cannot maintain a given nano-asperity 
or set of asperities long enough to generate an image. This depends on the local micro- 
hardness of the tip relative to the surface materials. It is interesting to note that qualitatively 
very similar results have been obtained recently by Tang etal [54] in their simulation of AFM 
images of the surface of graphite with a diamond tip using a standard molecular mechanics 
force field. 

At smaller distances and when the tip penetrates the surface, atomic imaging seems 
much more unlikely. Dependent on the tip’s chemical structure, hysteresis in the APES and 
the force behaviour is possible. The latter makes the meaning of ‘scanning’, especially 
in the constant-force mode, much less clear. Although we should allow in principle the 
possibility of periodic images, their quality will depend on the speed of relaxation process in 
the strongly distorted surface area around the tip. In ionic crystals, such as those considered 
in this paper, the ions displaced in the interstitial positions can return to the perfect lattice 
sites quite easily. However, the results of the present static calculations are only preliminary 
in this respect as they cannot account for dynamics of the surface relaxation. Note that the 
presence of the liquid layer or solution may cause surface dissolution and considerably 
affect the speed of the relaxation processes. Which crystal layer is imaged, particularly on 
alkali halides, still remains an open question (see also [8] for a discussion). 

The results of the present study suggest that it is possible, at least in principle, to 
image charged impurities on the surfaces of ionic crystals. It is clear, though, that AFM 
information alone would be not enough to identify the impurity. However, provided there 
is concentration dependence and other relevant information, calculations analogous to those 
reported in this paper can help to identify the chemical nature of the defect. 

Finally we note a qualitative agreement between the results of our calculations and 
the results of recent AFM study of the (1014) cleavage plane of calcite in water at room 
temperature [lo]. Lateral atomic resolution of the oxygen sublattice was achieved in this 
work at very small attractive forces of the order of 1WO pN at large tipsurface distances. 
In order to make our comparison more quantitative we need to use a common zero point 
for the tipsurface distance calculation. In [lo] the d = 0 point was chosen as the sample 
position at which the transition from attractive to repulsive deflection of the lever occurred. 
In our results this corresponds to the distance of about 2-3 .k from the ideal surface plane. 
Relative to this point the calculated amactive forces of 40 pN occur at distances of 3-4 A, 
which generally agree with those observed in [lo]. 

Unfortunately more detailed comparison is presently impossible because of the 
difference in the crystalline structure of calcite and our materials. Note also that the 
experimentally observed distances and forces are determined not only by the tipsurface 
separation (as in our calculations), but by the thickness and elasticity of the Iiquid layer 
between the tip and the surface. Moreover, the structure of the liquid layer near the surface, 
which may be induced both by its interaction with the surface [55] and by dissolved ions 1561 
may affect the image contrast. 
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